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1 Introduction

REDBACK is software for efficient reduction of noise in finite–rotation data sets, which allow reconstructing Earth’s past
plate motions. It has been developed at the Research School of Earth Sciences (RSES) of the Australian National University
(ANU) as part of the AuScope–AGOS Inversion Laboratory, and is released as open–source under the GNU General Public
License (GPL – http://www.gnu.org/licenses/gpl.html).

REDBACK has been designed to run on personal computers. It is available for Unix (Linux and Mac OS), but can also run
under Windows via a terminal emulator (e.g. Cygwin – http://cygwin.com). Its strengths are easiness of use and computa-
tional efficiency. Users include plate kinematicists, geodynamicists and, more generally, anyone making use of tectonic plate
motions and their changes through geological time.

REDBACK implements trans–dimensional hierarchical Bayesian Inference [see Iaffaldano et al., 2012, 2014, and references
therein for more details]. This user manual explains how to obtain, install and run REDBACK. The manual builds on the
development by Iaffaldano et al. [2012, 2014], which you are encouraged to read beforehand.

We emphasise that in Bayesian Inference, users need to make choices in order to obtain a reliable solution to the problem at
hand. For this reason, REDBACK features a small number of parameters that you will need to set and adjust. A significant
portion of this manual is dedicated to explaining what these parameters are and what their impact is on the final solution.
Importantly, we do so by resorting to an example based on real finite rotations. It illustrates how the parameter selection
should be carried out, in order to obtain a robust solution.

REDBACK was built with programming support from the Inversion Laboratory, which is part of the Australian Geophysical
Observing System (AGOS) funded by Auscope Ltd.

We hope the Earth Science community will find REDBACK a useful tool to interpret observations and advance our under-
standing of a range of geological processes.

Giampiero Iaffaldano
Rhys Hawkins
Thomas Bodin
Malcolm Sambridge
Canberra, February 2014.



4

2 Download and installation

REDBACK can be obtained by logging onto http://www.iearth.org.au/codes/REDBACK, or by contacting Giampiero Iaf-
faldano at RSES–ANU (giampiero.iaffaldano@anu.edu.au). A copy of the GNU GPL is also available at the link above, as
well as within the installation package. In order to download REDBACK, we ask that you register as a user, so that you
may be notified of updates in the future.

The installation package, of which this manual is part, consists of two compressed folders: RJMCMC-#.tar.gz (the symbol
# indicates the version currently available for download) and REDBACK-#.tar.gz. The latter is the actual software for
reduction of finite–rotation noise, while the former is a software library for the Reversible Jump Monte–Carlo Markov Chain,
which REDBACK uses. In order to compile REDBACK, you need to have the GCC compiler collection already installed on
your machine. This is available for download at http://gcc.gnu.org/.

You can install and run REDBACK and RJMCMC from any Unix shell (e.g. Terminal on Linux; Terminal.app or X11.app
on Mac OS X; emulators such as Cygwin on WINDOWS). In particular, if you intend to use Cygwin under Windows, we rec-
ommend that you request the following packages to be included during the installation of Cygwin: gcc-fortran, autoconf,
automake and pkgconfig.

After downloading and decompressing the RJMCMC-#.tar.gz and REDBACK-#.tar.gz, open a terminal window and move
to RJMCMC/ to install the associated library. The file README within it explains how to do so. This essentially involves entering
the following three commands:

./configure

make

sudo make install

At the end of the installation of the RJMCMC library, the path to the installation folder is prompted to the terminal (high-
lighted in light blue in Figure 1). Take note of such a path, as it may be needed to install REDBACK.

Once the RJMCMC library has been installed, move to REDBACK/ and open README in it, to get instructions for installation
of REDBACK. Note that if RJMCMC has been installed within one of the common locations, REDBACK will automatically
detect it during installation. However, if this is not the case the installation will fail. For this reason, we recommend that
you provide the path to the RJMCMC library to REDBACK. This is easily achieved by typing the following sequence of
commands for installations:

export PKG_CONFIG_PATH=’RJMCMC PATH’ (in Figure 1 ’RJMCMC PATH’ is /usr/local/lib/pkgconfig)
./configure

make

sudo make install

3 Algorithm

See Iaffaldano et al. [2012, 2014, and references therein] for a comprehensive description of the algorithm for trans–dimensional
hierarchical Bayesian Inference that is implemented in REDBACK. Here we shall only mention that REDBACK provides
independent solutions for the temporal series of rotated angle on the one hand, and rotation pole on the other. These are
then combined to obtain a temporal series of stage Euler vectors (or simply Euler vectors) [e.g. Cox and Hart , 1986].

The rationale for doing so stems from the fact that a plate–motion change may correspond to (i) a change in the angular
velocity, (ii) a change in the position of the stage rotation axis, or (iii) both simultaneously. These types of plate kinematic
change will be mapped into finite rotations as, respectively, a change in the rate at which the rotated angle varies through
time, a pronounced shift of the finite–rotation pole, or both simultaneously. In our opinion it makes therefore sense to
independently reduce noise from the temporal series of rotated angle and rotation pole.
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Figure 1: Terminal screenshot at the end of the installation of RJMCMC. The path to the installation folder is highlighted
in light blue.

The way in which REDBACK deals with the temporal series of rotated angles deserves some further explanation. As
mentioned, changes in angular velocity correspond to changes in the slope of the temporal series of rotated angle. This means
that a constant angular velocity through time corresponds to a linear increase of the rotated angle, going backward in time. In
order to better detect slope variations, REDBACK initially subtracts from the series of rotated angles the best–fitting linear
regression profile, computed using the weighted linear least squares method. The result is a temporal series that accentuates
changes of slopes, rather than actual angle values. We will refer to such a temporal series as de–trended angle. REDBACK
applies trans–dimensional hierarchical Bayesian Inference to the de–trended angle and adds back the best–fitting linear trend
initially subtracted, to obtain the noise–reduced temporal series of rotated angles.

4 Inputs to REDBACK

REDBACK needs two input files in order to run. The first one contains a set of temporally–consecutive finite rotations
between two adjacent tectonic plates, from which noise will be reduced. The second one contains values for the simulation
parameters (see Section 5.1 for details). These files may be stored anywhere on your machine.

4.1 Finite rotations file

Finite rotations of adjacent tectonic plates allow reconstructing their relative paleo–position at some time in the geological
past [e.g. Chang , 1988]. Finite rotations represent 3D rigid rotations on a sphere. As such, their mathematical expression
corresponds to 3x3 matrices. However, it is common practice within the Earth Sciences community to express them as three
scalar values: latitude / longitude of the geographical location where the rotation axis intersects Earth’ surface (also referred
to as rotation pole), and angle that has been rotated about such an axis from the time associated with a particular inversion
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Figure 2: Example of how to format a set of temporally–consecutive finite rotations into a file to input to REDBACK. This
example is shows the data set of Merkouriev and DeMets [2008, Table 2] for the relative paleo–position of Eurasia with
respect to North America since ∼20 Ma.

of Earth’s magnetic field in the geological past, to the present–day [e.g. Cox and Hart , 1986]. Such a time may be identified
with the inversion name, as well as in Myr before the present–day – using a geomagnetic polarity reversal time–scale [e.g.
Cande and Kent , 1995; Lourens et al., 2004]. Scalar values of latitude, longitude and rotated angle are of course enough
to build the associated 3x3 rotation matrix, should one wish to do so. The convention is that the axes x̂, ŷ and ẑ of the
Cartesian orthonormal system – in which rotation matrices are expressed – are chosen so that they intersect Earth’ surface
respectively at (0◦E,0◦N), (90◦E,0◦N) and (90◦N).

A finite rotation is typically accompanied by a covariance matrix C, which has dimensions of radians (rad) squared and which
is, by its nature, symmetric – that is, C is fully determined by six scalar values C11, C12, C13, C22, C23 and C33. Entries
of C are useful to determine the confidence interval associated with the finite rotation. We refer to Chang [1988] and Royer
and Chang [1991] for a general account on finite rotations and their covariances.

The history of relative motions between two adjacent plates over a certain interval of time is reconstructed from a set of
temporally–consecutive finite rotations, via differentiation according to the algebra of rotation matrices. We refer to Merk-
ouriev and DeMets [2008, Tables 1 and 2] for an example of such a set, from which the relative motion between the Eurasia
and North America plates over the past ∼20 Myr is derived.

In order to input a set of finite rotations to REDBACK, you must first store it within a plain–text file. Within such a file,
each row must correspond to a single finite rotations, beginning from the most recent one and finishing with the oldest one, in
temporally–consecutive order. Further, each row shall contain ten scalar values, ordered and expressed as follows: (1) time,
expressed in Myr before the present–day, to which the finite rotation refers to. (2–3) Longitude and latitude, expressed in
degrees, of the rotation pole. Longitude values shall be in range −180 to +180 (negative and positive values are respectively
west and east of the Greenwich Meridian). (4) Angle, expressed in degrees, rotated from the time at (1) until the present–day.
Note that angle values need to be positive. If your finite rotations feature negative angles, you will first need to (i) convert
them into positive and (ii) take the antipodal points of the associated poles as new rotation poles, before feeding them to
REDBACK. (5–10) Entries of the covariance matrix C associated with the finite rotation, expressed in rad2, order as follows:
C11, C12, C13, C22, C23 and C33. Figure 2 is a screenshot showing an example of how such a file shall be formatted. In the
specific case, the file contains finite rotations from Merkouriev and DeMets [2008, Table 2] for the relative Eurasia/North
America paleo–position from 0.781 Ma (first row) to 19.722 Ma (last row).

Along with REDBACK, we provide two already–formatted files that are ready for use. Upon installation, you will find such
files within the folder REDBACK/EXAMPLES/. These are

EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt

IN_SO_MD_G3_2006_FINITE_ROTATIONS.txt
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The first of them is the one shown in Figure 2. The second contains finite rotations from Merkouriev and DeMets [2006] for
the relative paleo–position between the India and Somalia plates since ∼20 Ma.

4.2 Parameters file

Parameters for each simulation of REDBACK must be stored into a plain–text file consisting of a list of names, one for each
parameter, followed by values to assign. Such a parameter file has extension .nml – short for namelist. Figure 3 shows an
example of such a file, which you will find under REDBACK/EXAMPLES/EXAMPLE_INPUT_FILE.nml. From Figure 3, you can see
that the parameter section begins with the string &redbacksettings, and ends with the symbol / at the last line. You can
also see that comments begin with the character !, and may be placed at the beginning of a line, as well as anywhere within
the line, to comment from that point on. The example in Figure 3 shows all the possible parameters you can, and should,
assign when running REDBACK. Each of these is discussed in detail in Section 5.1. In the particular example of Figure 3,
only input_data_file and ensemble_size are assigned; while the rest of the parameters is commented out, allowing for
default values (coded into the REDBACK source) to be used.

5 Setting the parameters and running REDBACK

5.1 Parameters setting

Most of the parameters that you will need to set in REDBACK serve the purpose of optimising the effectiveness of sampling
the posterior probability distribution function of models, given the data [see Iaffaldano et al., 2014, for more details]. In
addition, a few more parameters serve to point to the input data set, as well as to use a couple of options for the outputs
of REDBACK. In the following, we explain in detail each of the parameters you can set, in the same order in which they
appear in the exemplary file REDBACK/EXAMPLES/EXAMPLE_INPUT_FILE.nml and in Figure 3.

1. input_data_file: String value for the path to the data sets (see Section 4.1) to input to REDBACK. There is no
default value, since this parameter is mandatory for you to set.

2. input_time_file: String value for the path to a plain–text file containing a column of times (in Myr before present–
day) at which you would like the final solution to be re–sampled. You will find an example of such a file under
REDBACK/EXAMPLES/EXAMPLE_TIME_STAGES.txt. This parameter is optional for you to set, but is particularly suited to
combine solutions from multiple finite–rotation data sets to reconstruct, for instance, the relative convergence between
subducting and overriding plates. Should you choose to use this option, output Euler vectors and finite rotations
(see Section 6) will feature the temporal resolution you request, as opposed to the native resolution of the original
finite–rotation data set. Alternatively, the native resolution of the data set will instead be used as default.

3. output_prefix: String value that you can set as prefix to the names of all output files (see Section 6 for default values).

4. ensemble_size: Numeric value for the number of models to be generated by REDBACK. The totality of these models
is the ensemble that REDBACK uses to sample the posterior probability distribution. We recommend keeping this
number on the order of 106 or more. The default value is 106.

5. burn_in: Numeric value for the number of initial models not to be considered when sampling the posterior probability
distribution of the entire ensemble. Since REDBACK starts by generating an initial random model [see Iaffaldano
et al., 2014, for more details], it is likely that this, and the few ones subsequently generated, will belong to a sub–space
of the ensemble where models are unlikely to be a faithful realisation of the truth, given the data. Therefore it makes
sense to discard them. In the jargon of Bayesian Inference, this allows the Markov chain to converge [Malinverno, 2002].
We recommend that this value be some two orders of magnitude smaller than ensemble_size. The default value is 104.

6. max_partitions: Integer value for the maximum number of changes in the slope of the temporal series of rotated angle
(please remember that REDBACK actually deals with de–trended angles), as well as longitude and latitude of the
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Figure 3: Example of a parameters file to be input to REDBACK. Parameter values shown are the ones used by default.
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finite–rotation pole. Effectively, this corresponds to the maximum number of plate–motion changes that you wish to al-
low into the ensemble models. Any number of changes, from none to max_partitions, has equal chances to be cast into
the models. This means that the prior distribution of probability [See Iaffaldano et al., 2014] is uniform between 0 and
max_partitions. We recommend that you set this value equal to the number of Myr that the finite–rotation data set
covers. For instance, if you use EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt, which you find in /REDBACK/EXAMPLES/,
you could set max_partitions to 20. This is because there is evidence suggesting that plate motions take at least
1 Myr to change [e.g. Iaffaldano, 2014]. Since most of the recent finite–rotation data sets [e.g. DeMets et al., 2005;
Merkouriev and DeMets, 2008; Bull et al., 2010] cover the past 20 Myr, the default value for this parameter is 20.

7. time_sigma: This parameter concerns options 2 and 3 among the five described in [Iaffaldano et al., 2014]. It is the
standard deviation used by REDBACK to draw either the modified finite–rotation time, when perturbing an existing
one (option 2), or to add a new finite–rotation (option 3) to the previously–accepted model. For the same reasons
illustrated in the description of max_partitions, the default value of time_sigma is 1. We recommend exploring this
parameter in range 0.05 to 5.

8. lon_sigma: This parameter concerns option 1 among the five described in [Iaffaldano et al., 2014]. It is the stan-
dard deviation used by REDBACK to draw the new longitude of the finite–rotation pole, when perturbing the
previously–accepted model. Such a perturbation results in a change of the temporal series of stage Euler vec-
tors. The default value is 1. As an indication, we suggest starting from values around of 1/10 of the range of
longitude spanned by the specific finite–rotation data set. For instance, you could set lon_sigma to 1 if you use
EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt.

9. lon_sigma_bd: This parameter concerns option 3 among the five described in [Iaffaldano et al., 2014]. It is the stan-
dard deviation used by REDBACK to draw the longitude of the finite–rotation pole to add to the previously–accepted
model. The default value is 1. As an indication, we suggest starting from values similar to lon_sigma.

10. lat_sigma: Conceptually similar to lon_sigma, but concerning the latitude of model finite rotations. The default
value is 1. As an indication, we suggest starting from values around of 1/10 of the range of latitude spanned by the
specific finite–rotation data set.

11. lat_sigma_bd: Conceptually similar to lon_sigma_bd, but concerning the latitude of model finite rotations. The
default value is 1. As an indication, we suggest starting from values similar to lat_sigma.

12. ang_sigma: Conceptually similar to lon_sigma, but concerning the de–trended angle of model finite rotations. The
default value is 0.1. As an indication, we suggest starting from values around of 1/10 of the range of de–trended an-
gle spanned by the specific finite–rotation data set (for convenience, this is printed to the terminal screen – see Figure 4).

13. ang_sigma_bd: Conceptually similar to lon_sigma_bd, but concerning the de–trended angle of model finite rotations.
The default value is 0.1. As an indication, we suggest starting from values similar to ang_sigma.

14. hp_lon_min: This parameter concerns option 5 among the five described in [Iaffaldano et al., 2014]. It is minimum
value that you wish REDBACK assign to the hierarchical parameter of the model finite–rotation longitude. We suggest
to keep this value set to 0.1 (default value), as it is unlikely that nominal uncertainties on finite–rotation data sets have
been overestimated by a factor 10.

15. hp_lon_max: This parameter concerns option 5 among the five described in [Iaffaldano et al., 2014]. It is maximum
value that you wish REDBACK assign to the hierarchical parameter of the model finite–rotation longitude. We suggest
to keep this value set to 10 (default value), as it is unlikely that nominal uncertainties on finite–rotation data sets have
been underestimated by more than a factor 10.
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16. hp_lon_sigma: This parameter concerns option 5 among the five described in [Iaffaldano et al., 2014]. It is standard
deviation that REDBACK uses to draw new values of the hierarchical parameter of the model finite–rotation longitude,
starting from the previously–accepted model. We suggest to start by setting this value to 1 (default value). In the
example of Section 8 we provide an indication of how to modify it.

17. hp_lat_min: Conceptually similar to hp_lon_min, but concerning the latitude of model finite rotations. The default
value is 0.1.

18. hp_lat_max: Conceptually similar to hp_lon_max, but concerning the latitude of model finite rotations. The default
value is 10.

19. hp_lat_sigma: Conceptually similar to hp_lon_sigma, but concerning the latitude of model finite rotations. The
default value is 1.

20. hp_ang_min: Conceptually similar to hp_lon_min, but concerning the rotated angle of model finite rotations. The
default value is 0.1.

21. hp_ang_max: Conceptually similar to hp_lon_max, but concerning the rotated angle of model finite rotations. The
default value is 10.

22. hp_ang_sigma: Conceptually similar to hp_lon_sigma, but concerning the rotated angle of model finite rotations. The
default value is 1.

5.2 Running REDBACK

Once you set the parameter values, or choose to use the default ones, you can run the executable REDBACK via a terminal.
Move to the folder where REDBACK is located, and type the following command:

./REDBACK -n ’PATH TO PARAMETER FILE’

The option -n, which is the one we recommend, implies that you are using a namelist file. For instance, should you wish to
use the examplary parameter file we provide along with REDBACK, you need to type

./REDBACK -n ./EXAMPLES/EXAMPLE_INPUT_FILE.nml

You also have the option of typing directly into the command line the path to the data set you wish to input to REDBACK.
This is achieved by typing

./REDBACK -d ’PATH TO DATA SET FILE’

The option -d implies that you are using directly a file containing the finite–rotation data set. Note, however, that in such
an instance, default values will be used for all the parameters. For instance, should you wish to use the finite rotations of
Merkouriev and DeMets [2008] provided in the EXAMPLE folder, you need to type

./REDBACK -d ./EXAMPLES/EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt

Figure 4 is a terminal screenshot of a simulation performed using EXAMPLES/EXAMPLE_INPUT_FILE.nml as input. The data
summary below the header reports data ranges that you could use to begin setting some of the parameters (see Section 5.1).
An indication of the simulation progress is below the data summary.
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Figure 4: Terminal screenshot of a simulation in progress.

Figure 5 is a terminal screenshot of the completed simulation in Figure 4. At the end of each simulation, statistics on the
models for finite–rotation pole and angle are reported. Columns correspond to the five options through which REDBACK
perturbs a previously–accepted finite–rotation model, to generate the next one [Iaffaldano et al., 2014]. The first value in each
column is the number of models generated through a particular option among the five available. Note that the summation
of these numbers equals the value of ensemble_size, and that the five options are more or less equally used to propose
new models. The second value in each column is the number of proposed models, through a particular option among the
five available, that REDBACK actually accepted to sample the posterior probability distribution. The third value in each
column represents the percentage, or rate, of accepted models with respect to the proposed ones. As an indication, the
total number of accepted models should be 30–60% of ensemble_size in order to ensure reasonable sampling of the model
space. For instance, in the example in Figure 5, where default values have been used for all parameters, 38% and 14% of the
proposed models for the temporal evolution of the finite–rotation pole and angle have been accepted. Tuning the simulation
parameters, as we show in Section 8, helps improving the sampling effectiveness.
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Figure 5: Terminal screenshot of a completed simulation.

6 Outputs from REDBACK

REDBACK outputs thirteen plain–text files at the end of each simulation. These can be classified into three types: summary
files, kinematic–output files and histogram files. The first and last types serve mainly the purpose of diagnostics, while
kinematic–outputs are finite rotations and associated stage Euler vectors obtained upon reduction of noise. In the following,
we explain in detail each of the files output by REDBACK:

1. SUMMARY_input_finite_rotations.txt: This is a copy of the finite–rotation data set provided in input. It features
the same format of the input file.

2. SUMMARY_parameter_values_used.txt: This is a copy of the parameter file specified as input. It may be used again
by simply changing its extension from .txt to .nml.

3. SUMMARY_Euler_pole.txt: This file contains the statistics shown in Figure 4 and Figure 5 related to the rotation pole.
It also contains information such as date, time and simulation–duration.

4. SUMMARY_Euler_angle.txt: Conceptually similar to SUMMARY_Euler_pole.txt, but concerning the rotated angle.

5. OUTPUT_FINITE_ROTATIONS.txt: This file is one of the two kinematic–outputs from REDBACK. It contains the re-
sulting finite rotations, upon reduction of noise. It is formatted exactly as the input finite rotations. If you provided
a string value to input_time_file in the parameters file, then the output finite–rotation times will be those that you
specified. Otherwise, they will be the same of the finite–rotation data set provided as input. Note that covariances
associated with finite rotations are computed numerically, from the entire ensemble of accepted models, at the native
resolution of the data set, or at the resolution that you specified using input_time_file.

6. OUTPUT_EULER_VECTORS.txt: This file is the other kinematic–output of REDBACK. It contains stage Euler vectors
associated with OUTPUT_FINITE_ROTATIONS.txt. Each row corresponds to a single stage Euler vector, beginning from
the most recent stage and ending with the oldest one, in temporally–consecutive order. Further, each row contains
eleven scalar values, ordered and expressed as follows: (1–2) initial and final stage–time, expressed in Myr before the
present–day. (3–5) x̂, ŷ and ẑ components of the stage Euler vector, expressed in deg/Myr. (6–11) Entries of the
covariance matrix (Ċ) associated with the stage Euler vector, expressed in (rad/Myr)2 and order as follows: Ċ11,
Ċ12, Ċ13, Ċ22, Ċ23 and Ċ33. Note that Ċ is not derived from OUTPUT_FINITE_ROTATIONS.txt, following the rule of
propagation of uncertainties. Rather, they are computed numerically from the model ensemble. This effectively allows
inferring more realistic values. The squared–root of columns 6, 9 and 11 have a particular meaning: If models were
distributed normally around the average, then the squared–root of these columns would be the standard deviations
associated with the x̂, ŷ and ẑ components of the stage Euler vector, respectively. In this sense, such values provide an
indication of how credible the solution provided by REDBACK is. For this reason, from here on we refer to them as
credible intervals.
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7. HISTOGRAM_lon_hp.txt: This file reports how frequently values for hp_lon_sigma within given intervals (or bins) have
been accepted in the sampling process [see Iaffaldano et al., 2014, for details]. It is made of two columns: the first
contains mid–points of bins, the second contains the associated frequency counts. The width of bins is constant and
equal to the difference between any two consecutive values within the first column. Plotting the second column against
the first generates a histogram with the frequencies of values of hp_lon_sigma. If reasonable sampling of the model
space has been achieved, plotted values are proportional to the probability density function of hp_lon_sigma.

8. HISTOGRAM_lat_hp.txt: Conceptually similar to HISTOGRAM_lon_hp.txt, but concerning hp_lat_sigma.

9. HISTOGRAM_ang_hp.txt: Conceptually similar to HISTOGRAM_lon_hp.txt, but concerning hp_ang_sigma.

10. HISTOGRAM_num_Euler_angle_tchanges.txt: This file reports how frequently a certain number of partitions, or slope
changes, of the temporal series of rotated angle has been accepted across the ensemble of models. It is made of two
columns: the first contains the number of partitions, the second contains the associated frequency counts. Plotting the
second column against the first generates a histogram with the frequencies of number of changes cast into the rotated–
angle model ensemble. If reasonable sampling of the model space has been achieved, plotted values are proportional
to the probability density function of the partition number. It is worth reminding that the number of partitions of a
model in fact corresponds to the number of plate–motion changes cast into the model.

11. HISTOGRAM_Euler_angle_tchanges.txt: This file reports how frequently a change in the temporal evolution of the
rotated angle, occurring within a certain interval of time, has been accepted across the ensemble of models. It is made
of two columns: the first contains mid–points of time intervals (or bins), the second contains the associated frequency
counts. The width of bins is constant and equal to the difference between any two consecutive values within the first
column. Plotting the second column against the first generates a histogram showing how frequently a change in the
temporal series of rotated angle, occurring within a certain time interval, has been accepted. If reasonable sampling of
the model space has been achieved, plotted values are proportional to the probability density function of the time of
kinematic changes.

12. HISTOGRAM_num_Epole_tchanges.txt: Conceptually similar to HISTOGRAM_num_Euler_angle_tchanges.txt, but con-
cerning the rotation pole.

13. HISTOGRAM_Epole_tchanges.txt: Conceptually similar to HISTOGRAM_Euler_angle_tchanges.txt, but concerning
the rotation pole.

7 Post–simulation diagnostics

The output files from REDBACK can be used to generate a number of plots that serve as post–simulation diagnostics. These
plots will help you to assess whether the choice of parameters yielded reasonable sampling of the model space; and to decide
whether and how to refine parameter values.

If you are a MATLAB user, you are welcome to use the suite of .m files in MATLAB_DIAGNOSTIC_SCRIPTS/ (located within the
REDBACK folder). REDBACKd_plotter.m is the main function, while REDBACKd_fr2ev.m, REDBACKd_rtm.m and REDBACKd_setup.m

are its dependancies. REDBACKd_plotter.m generates a .eps file containing a set of panels like those in Figure 6. You can get
more information on each of the .m files (including the synopsis) by typing, in the MATLAB command window, help followed
by the function name. If instead you prefer writing your own scripts for generating figures, then we suggest generating a
suite of plots similar to the one in Figure 6.

Panels a–c are the components of stage Euler vectors along, respectively, the x̂, ŷ and ẑ axes. In black are Euler–vector
components obtained from the input finite rotations (the associated uncertainties are in grey), while in red is the solution,
upon noise reduction, computed by REDBACK (credible intervals are in light red).

Panel d reports histograms for the recurrence of values of the hierarchical parameters across the ensemble of models, nor-
malised to the maximum of each profile (i.e. a value of 1 means maximum occurrence). These are plots of the second against
the first columns of HISTOGRAM_lon_hp.txt (in green), HISTOGRAM_lat_hp.txt (in blue) and HISTOGRAM_ang_hp.txt (in
yellow). The peculiar shape of the three histograms, consisting of a smooth increase in the recurrence value, followed by a
peak and a decrease to zero, is an indication that in this particular case reasonable sampling is very likely to have occurred.
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Panel e reports histograms for the recurrence of values of the number of partitions across the ensemble of models, normalised
to the maximum of each profile (i.e. a value of 1 means maximum occurrence). These plots report the second against the
first columns of HISTOGRAM_num_Epole_tchanges.txt (in grey) and
HISTOGRAM_num_Euler_angle_tchanges.txt (in black).

Panel f reports histograms for the recurrence of values of the times, within the interval spanned by input finite rotations, when
temporal changes occur in the model ensemble. Histograms are normalised to the maximum of each profile (i.e. a value of 1
means maximum occurrence). These plots report the second against the first columns of HISTOGRAM_Epole_tchanges.txt
(in grey) and HISTOGRAM_Euler_angle_tchanges.txt (in black).

Lastly, in addition to these diagnostic plots, we recommend keeping track of the acceptance rates for the model ensembles of
finite–rotation angle and pole at the end of each calculation (see Figure 5). These will also be helpful in refining parameter
values.
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Figure 6: Example of diagnostic figures for REDBACK simulations.
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8 An example of running REDBACK

In the following we propose an example of running REDBACK, using as input the data set of Merkouriev and DeMets
[2008] for the relative paleo–position of Eurasia with respect to North America. You can find the associated finite–rotations
file EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt in EXAMPLES/, inside the REDBACK/ folder. This example has the explicit
objective of showing how, in our opinion, parameter values should be set and refined in order to achieve reasonable sampling
of the model space. It is worth reminding that, in theory, any choice of parameter values will, eventually, lead to reasonable
sampling of the posterior [see Iaffaldano et al., 2014, for more details]. In practice, however, you need to make sure that this
is achieved within the number of iterations you set through the parameter ensemble_size.

8.1 Step 1

The first step we suggest you always take is running REDBACK with the default parameter values. This is readily achieved
by commenting out most of the parameter declarations within the input .nml file. Figure 7 shows the result of doing so for
EU_NA_MD_GJI_2008_FINITE_ROTATIONS.txt, while Figure 8 reports the associated statistics at the end of the calculation.
The run–time of a calculation scales essentially with ensemble_size. This particular calculation, where ensemble_size=106,
took ∼3 minutes of run–time on one 2.66 GHz processor with 8 GB of RAM.

As a general rule of thumb, obtaining (i) relatively smooth histograms for hierarchical parameters and partitions positions
(like, for instance, those in Figure 6d and 6f), and (ii) acceptance rates in range 30–60% are good indications that reasonable
sampling of the model space has been achieved within the number of iterations (i.e. ensemble_size). Furthermore, the
extent of credible intervals (i.e. panels a–c in Figure 6) shall also be used as criterion for refining parameter values.

In Figure 7 it is clear, for instance, that histograms for the hierarchical parameters in panel d show increase, peak and then
a relatively long coda. However, they are not as smooth as one may wish. Similarly, histograms in panel f suggest a kine-
matic change around 7 Ma, but smoothness may be improved. Lastly, the ensemble statistics (Figure 8) indicate that 36%
of models of both rotated angle and rotation pole have been accepted. While this is acceptable, higher rates would be desirable.

Altogether, these indications do warrant refinement of the default input parameters. We suggest starting from the hierarchical
parameters. The fact that histograms in panel d feature a relatively long coda indicates that the ranges of values explored
were perhaps too wide, and may be reduced. At step 2 we decrease the values of hp_ang_max, hp_lon_max and hp_lat_max

(see Section 5.1) from the default (10) to 6.
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Figure 7: Diagnostics associated with step 1

Figure 8: Ensemble statistics associated with step 1
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8.2 Step 2

In Figure 9 we note that histograms for the hierarchical parameters are even less smooth than before. This typically indicates
that values of the standard deviations with which they are perturbed, from one accepted model to the next (see description
of perturbation–option 5 in Iaffaldano et al. [2014]), are somewhat high. In fact, if this is the case, the hierarchical param-
eter(s) will be perturbed towards values relatively far away from the previously–accepted one, preventing REDBACK from
performing sufficient sampling in the vicinity of the latter – once again, within the pre–set number of iterations. By the same
logic, if the standard deviation of the hierarchical parameter(s) is set to small values, sampling will occur predominantly
in the vicinity of certain values, with little chance of moving away from them. The result is that histogram(s) would show
pronounced peaks on such values, and almost no occurrence elsewhere. At step 3, therefore, we proceed by decreasing only
hp_ang_sigma from the default value (1) to 0.5. In fact, we suggest refining standard deviations of hierarchical parameters
one at a time.
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Figure 9: Diagnostics associated with step 2
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Figure 10: Progression of acceptance rates at step 2
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8.3 Step 3

The histogram for the hierarchical parameter associated with the rotated angle (Figure 11d, in yellow) appears now smoother
than before, suggesting that reasonable sampling has been achieved within the default number of iterations (106). However,
we also note (i) a decrease of the acceptance rate of rotated–angle models (Figure 12, in black) and (ii) a moderate widening
of the credible intervals – particularly those in Figure 11b. On this basis, it is worth testing whether even smaller values of
hp_ang_sigma confirm this pattern. At step 4, therefore, we decrease further hp_ang_sigma from 0.5 to 0.1.
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Figure 11: Diagnostics associated with step 3
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Figure 12: Progression of acceptance rates at step 3
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8.4 Step 4

While Figure 13d shows a relatively smooth histogram of the hierarchical parameter for the rotated angle (yellow profile),
we note from Figure 13f that the black profile now shows a second smaller, but distinct peak. We tend to deem this not a
true feature of the kinematic time–series. Further, the acceptance rate for rotated–angle models has further decreased below
the 30–60 % range. These observations indicate that hp_ang_sigma < 1 perhaps yields unreasonable sampling. Therefore,
at step 5 we test the impact of increasing hp_ang_sigma to 2.
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Figure 13: Diagnostics associated with step 4
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Figure 14: Progression of acceptance rates at step 4
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8.5 Step 5

While the acceptance rate for rotated–angle models has now improved (Figure 16), the smoothness of the yellow profile in
Figure 15d is not satisfactory. Note also a worsening of the histograms in Figure 15f. Nonetheless, to confirm this pattern,
at step 6 we keep increasing hp_ang_sigma to 3.
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Figure 15: Diagnostics associated with step 5
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Figure 16: Progression of acceptance rates at step 5
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8.6 Step 6

The acceptance rate for rotated–angle models Figures 18 is satisfactory, but panels d and f in Figures 17 clearly show a
worsening of histograms. Widening of credible intervals is also observed (Figures 17a–c). From the results of steps 2–6 it
appears that the ideal value of hp_ang_sigma must be at least 1, but smaller than 2. Therefore at step 7 we set hp_ang_sigma
= 1.5.
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Figure 17: Diagnostics associated with step 6

0 5 10 15 20
20

30

40

50 f−rot. angle 
f−rot. pole 

Step

Ac
ce

pt
an

ce
 ra

te
 [%

]

Figure 18: Progression of acceptance rates at step 6
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8.7 Step 7

It appears that hp_ang_sigma = 1 (step 2, Figure 9) and hp_ang_sigma = 1.5 (step 7, Figure 19) yield the best results. Among
the two, we decide to settle on hp_ang_sigma = 1 for the following reasons: (1) it yields a smoother hierarchical–parameter
histogram, (2) it yields a clearer histogram for the partition–position, (3) the associated acceptance rate of rotated–angle
models is anyways satisfactory and (4) the associated credible intervals are narrower. At the same time, at step 8 we begin
modifying hp_lon_sigma. Having considered the green profile (associated with the time series of rotation–pole longitude) in
Figure 9d (where hp_ang_sigma = 1), we begin by decreasing its value from the default (1) to 0.5.

0 5 10 15 20

−0.2

0

0.2

Time before present−day [Ma]

[d
eg

 / 
M

yr
]

a) Euler−vector X−component

obs. data REDBACK

0 2 4 6
0

0.5

1

Hierarchical−parameter value [Rel. Units]

O
cc

ur
ra

nc
e 

[R
el

. U
ni

ts
]

d) Hierarchical−parameter histogram

f−rot. lon f−rot. lat. f−rot. ang

0 5 10 15 20

0.05

0.1

0.15

0.2

Time before present−day [Ma]

[d
eg

 / 
M

yr
]

b) Euler−vector Y−component

obs. data REDBACK

0 5 10 15 20
0

0.5

1

Partitions number

O
cc

ur
ra

nc
e 

[R
el

. U
ni

ts
]

e) Partitions−number histogram

f−rot. pole f−rot. angle

0 5 10 15 20

0

0.2

0.4

0.6 obs. data REDBACK

Time before present−day [Ma]

[d
eg

 / 
M

yr
]

c) Euler−vector Z−component

0 5 10 15 20
0

0.5

1

Time before present−day [Ma]

O
cc

ur
ra

nc
e 

[R
el

. U
ni

ts
]

f) Partitions−position histogram

f−rot. pole f−rot. angle

Figure 19: Diagnostics associated with step 7
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Figure 20: Progression of acceptance rates at step 7
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8.8 Step 8

Decreasing hp_lon_sigma yields some improvement of the hierarchical–parameter histogram associated with the time series
of rotation–pole latitude (Figure 21d) with respect to step 2 (which featured the same values for all other parameters). Fur-
ther, the acceptance rate for rotation–pole models is effectively the same of step 2, while credible intervals are now slightly
wider. We elect to test even lower values of hp_lon_sigma. At step 9 we decrease it to 0.1.
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Figure 21: Diagnostics associated with step 8
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Figure 22: Progression of acceptance rates at step 8
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8.9 Step 9

Overall, values of hp_lon_sigma smaller than 1 seem to yield more or less reasonable sampling. At step 10 we explore the
effect of hp_lon_sigma > 1. Specifically, we set hp_lon_sigma = 3.
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Figure 23: Diagnostics associated with step 9
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Figure 24: Progression of acceptance rates at step 9
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8.10 Step 10

Setting hp_lon_sigma > 1 yields a clear worsening of the sampling quality. This is evident by comparing histograms and
credible intervals in Figure 25 with those in Figures 23 or 9. At the same time, setting hp_lon_sigma > 1 yields an increase in
the acceptance rate of rotation–pole models (grey profile in Figure 26). This may seem counter–intuitive, and requires some
explanation: in general, acceptance rates indicate how many of the proposed models have been deemed a faithful realisation
of the truth, given the data. However, they say nothing on whether the sampled region is wide enough to encompass (ideally)
all possible models. A worsening of histograms of hierarchical parameters accompanied by an increased in acceptance rates
may be explained by arguing that a small portion of the model space has been sampled (i.e. under–sampling occurred),
but the quality of sampling in such a small portion is still satisfactory. This is, however, not satisfactory in general terms,
as one should aim at reasonable sampling across (ideally) the entire model space. For these reasons, we decide to settle
on hp_lon_sigma = 0.1, as it represents in our opinion the best compromise between acceptance rate for rotation–pole
models, smoothness of histograms, and credible intervals of stage Euler vectors. Furthermore, at step 11 we begin refining
hp_lat_sigma. We decrease its value from the default (1) to 0.5.
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Figure 25: Diagnostics associated with step 10
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Figure 26: Progression of acceptance rates at step 10
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8.11 Step 11

Setting hp_lat_sigma = 0.5 yields smoother histograms (Figure 27d, f) and narrower credible intervals (Figure 27a–c), while
the acceptance rate of rotation–pole models remains similar to that associated with the default value. This suggests exploring
the effect of even smaller values of hp_lat_sigma. At step 12 we keep decreasing it to 0.1.
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Figure 27: Diagnostics associated with step 11
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Figure 28: Progression of acceptance rates at step 11
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8.12 Step 12

Considering the general improvement that is evident in Figures 29 and 30, at step 13 we decrease hp_lat_sigma further to 0.01.
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Figure 29: Diagnostics associated with step 12
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Figure 30: Progression of acceptance rates at step 12
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8.13 Step 13

Setting hp_lat_sigma = 0.01 yields under–sampling, as evidenced by the hierarchical–parameter histogram in Figure 31
(blue profile). Note, once again, an increase in the acceptance rate of rotation–pole models (Figure 32, grey profile). This
provides an even clearer example of the notion discussed at step 10: that under–sampling may be accompanied by an increase
in acceptance rates, and that in general one needs to consider multiple indicators (histograms smoothness, credible intervals,
acceptance rates), rather than just a single one at a time, in order to make a sensible choices of parameter values. At step
14 we explore the impact of setting hp_lat_sigma > 1. We set hp_lat_sigma = 3.
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Figure 31: Diagnostics associated with step 13
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Figure 32: Progression of acceptance rates at step 13
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8.14 Step 14

Setting hp_lat_sigma = 3 yields results that are not as good as those at step 12 in terms of histograms smoothness and
credible intervals. Therefore at step 15 we settle on hp_lat_sigma = 0.1 (see Figure 29). One may argue that the shape of
histograms in Figure 29d is satisfactory, but not ideal. While we could agree we such a statement, we shall keep in mind
that some improvement in sampling will naturally occur simply by increasing the value of ensemble_size, which we suggest
always doing as final step. In this sense, we consider the sampling of the hierarchical parameters satisfactory at this stage.
Next, we suggest that you refine the value of time_sigma (see Section 5.1), which is used to implement perturbation–options
2 and 3 in Iaffaldano et al. [2014]. The impact of time_sigma is visible from the the histograms of partitions–positions in
panel f. In order to refine time_sigma, we suggest to use the same rule of thumb used for the hierarchical parameters – that
is, trying to obtain histograms as smooth as possible. At step 15, therefore, we proceed by decreasing time_sigma from the
default value (1) to 0.1.
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Figure 33: Diagnostics associated with step 14
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Figure 34: Progression of acceptance rates at step 14
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8.15 Step 15

Figure 35 indicates that setting time_sigma = 0.1 yields a better result compared to that obtained at step 12, in terms of
histograms smoothness, credible intervals as well as acceptance rates. At step 16 we test the impact of setting time_sigma

= 3.
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Figure 35: Diagnostics associated with step 15
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Figure 36: Progression of acceptance rates at step 15
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8.16 Step 16

From the comparison of Figures 35 and 37 we decide to settle on settle on time_sigma = 0.1. Next, we begin refining
the parameters that implement perturbation–options 1 and 3 in Iaffaldano et al. [2014]. That is, (i) those parameters
determining by how much the magnitude of a single plate–motion change is varied from one accepted model to the next
(lon_sigma, lat_sigma and ang_sigma), as well as (ii) the magnitude of a plate–motion change that is newly–cast into
the next model (lon_sigma_bd, lat_sigma_bd and ang_sigma_bd). We start by refining the parameters associated with
the rotated angle (ang_sigma and ang_sigma_bd). Further, we elect to consider ang_sigma = ang_sigma_bd, as well as
lon_sigma = lon_sigma_bd and lat_sigma = lat_sigma_bd later on. We do so because there are no a–priori reasons to
imagine that the distribution, across the model ensemble, of magnitudes of already–cast plate–motion changes should be
different – in a statistical sense – from that of newly–cast changes. Of course, you are not prevented from testing independent
values of ang_sigma and ang_sigma_bd. At step 17 we increase both ang_sigma and ang_sigma_bd from their default value
(0.1) to 1.
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Figure 37: Diagnostics associated with step 16
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Figure 38: Progression of acceptance rates at step 16
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8.17 Step 17

From the comparison of Figures 35 and 39 we determine that ang_sigma = ang_sigma_bd = 1 yields a worsening in terms
of histograms smoothness (particularly in panel f) and credible intervals. At step 18 we explore the effect of ang_sigma =
ang_sigma_bd = 0.01.
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Figure 39: Diagnostics associated with step 17
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Figure 40: Progression of acceptance rates at step 17
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8.18 Step 18

Setting ang_sigma = ang_sigma_bd = 0.01 seems to determine an improvement with respect to results at step 15, particularly
for credible intervals. Therefore at step 19 we decrease them further 0.001.
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Figure 41: Diagnostics associated with step 18
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Figure 42: Progression of acceptance rates at step 18



34

8.19 Step 19

Setting ang_sigma = ang_sigma_bd = 0.001 clearly determines unreasonable sampling, as evidenced by panels d and f in
Figure 43. Thus, we decide to settle on ang_sigma = ang_sigma_bd = 0.01. At step 20 we begin refining lon_sigma and
lon_sigma_bd by decreasing their value from the default (1) to 0.1.
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Figure 43: Diagnostics associated with step 19
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Figure 44: Progression of acceptance rates at step 19



35

8.20 Step 20

Although setting lon_sigma = lon_sigma_bd = 0.1 implies an increase in the acceptance rates (Figure 46), it also determines
a worsening of the finite–rotation histograms in Figure 45f, compared to those in Figure 41f. At step 21 we test the impact
of setting lon_sigma = lon_sigma_bd = 3.
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Figure 45: Diagnostics associated with step 20
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Figure 46: Progression of acceptance rates at step 20
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8.21 Step 21

The result of setting lon_sigma = lon_sigma_bd = 3 seems fine in terms of histograms smoothness and acceptance rates.
However, it is somewhat worse in terms of credible intervals, compared to the result at step 18 – where lon_sigma =
lon_sigma_bd = 1. Therefore, at step 22 we settle on lon_sigma = lon_sigma_bd = 1. After running a few calculations
yourself, you will find that reasonable sampling typically occurs when lon_sigma and lon_sigma_bd are set to a value equal
to about 1/10 of the range covered by the longitude of finite–rotation poles in input (see Figure 4). For this reason, we
leave lat_sigma and lat_sigma_bd equal to their default value (1), which corresponds to about 1/10 of the latitude range
in input. You are, of course, encouraged to explore different values to convince yourself of the statement above.

Since we are happy with the parameter values chosen so far, the final step to take is to increase significantly ensemble_size.
We do so in the hope that any further, second–order refinement of the input parameters we could have made is effectively
compensated by sampling a larger number of model. At step 22, therefore, we also increase ensemble_size from 106 to 2·107.
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Figure 47: Diagnostics associated with step 21
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Figure 48: Progression of acceptance rates at step 21
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8.22 Step 22

From the diagnostics associated with step 22 (Figure 49), we conclude that reasonable sampling of the model space has been
achieved. This is evident in panel d, where histograms of the hierarchical parameters do present a smooth increase, a peak
and a decrease to zero. It is also evident from panel f, from which we infer that there is one significant change in angular
velocity, around 6–7 Ma. At the same time, the model ensemble warrants a continuous change of the finite–rotation pole.
We also note that the single peak of the black profile in panel f is indeed in line with the fact that a partitions–number equal
to 1 recurs most often across the ensemble (panel e, black profile). Lastly, Figure 50 shows that acceptance rates have overall
increased to more satisfactory levels upon refinement of parameter values.

It is worth comparing these diagnostics to those obtained by using default values of all parameters but ensemble_size, which
instead we set to 2 · 107. These are shown in Figure 51. The acceptance rates associated with such a calculation are 36%
and 36.4% for finite–rotation angle and pole, respectively. These are essentially the same obtained at step 1 (see Figure 50).
Note also that credible intervals in Figures 51a–c are much wider than those in Figures 49a–c. Such a comparison clearly
demonstrates the usefulness of parameter refinement.

How good is the final solution provided by REDBACK compared to the input finite rotations and associated stage Euler
vectors? Iaffaldano et al. [2012] demonstrated that stage Euler vectors for relative plate motions obtained through trans–
dimensional hierarchical Bayesian Inference are indeed more plausible, in a geodynamical sense, than those associated with
noisy finite rotations. In fact, rates at which torques need to vary in order to explain kinematic changes inferred through
Bayesian Inference are smaller than estimates of those associated with tectonic and deep–mantle processes. The same is
not true for kinematic changes inferred from noisy reconstructions. As to finite rotations, we test the quality of REDBACK
solution against the very same magnetic anomaly identifications used by Merkouriev and DeMets [2008] to derive their finite
rotations. This data set is available as part of a recently–established community infrastructure for marine magnetic identifi-
cations [Seton et al., 2014]. Figure 52 shows a portion of this data set for the Atlantic ocean–floor north and south of Iceland.
Dots represent magnetic identifications and are coloured according to the ages of the identified anomalies. Darker colours are
identifications on the Eurasian plate, while lighter colours are identifications on the North American plate. We performed a
simple and admittedly crude test where, for each reconstructed age, we rotated all identifications on the Eurasian side onto
the North American side using both input and REDBACK finite–rotation sets. We then calculated distances between each
rotated identification and the closest one that has been originally identified on the North American ocean–floor. In Figure
53 we plot the average of these distances for each reconstructed age. In black are the average distances obtained using the
input finite rotations, while in red are those obtained using REDBACK finite rotations. Dashed areas indicate the intervals
where 68% of the distances computed from all identifications available at a given age fall. From this simple comparison, we
argue that finite rotations output by REDBACK are compatible with the observed pattern of ocean–floor magnetisation as
much as those in input are. Charles DeMets (Univ. Wisconsin–Madison) very kindly performed a more rigorous test based
on reduced χ2, which indicates that the weighted root mean square (WRMS) associated with the REDBACK finite rotations
increases by 50%, compared to the WRMS associated with the input finite rotations. DeMets et al. [2015a,b] performed in-
dependent, more stringent tests on the fit of outputs to original magnetisation and fracture–zone data in the North Atlantic
and Southwest Indian Oceans. REDBACK satisfactorily passed these tests.

Lastly, within EXAMPLES/, inside the REDBACK/ folder, you will also find IN_SO_MD_G3_2006_FINITE_ROTATIONS.txt, which
contains finite rotations from Merkouriev and DeMets [2006] for the paleo–position of India with respect to Somalia since
∼20 Myr. You may try reducing noise in it, to familiarise yourself with REDBACK.
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Figure 49: Diagnostics associated with step 22
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Figure 50: Progression of acceptance rates at step 22
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Figure 51: Diagnostics associated with a calculation performed using 20 million models and default values for all the other
parameters.
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Figure 52: A portion of the data set of magnetic anomaly identifications (mainly south of Iceland) used by Merkouriev and
DeMets [2008] to infer Eurasia/North America finite rotations since ∼ 20 Ma. Magnetic anomaly identifications are coloured
according to the ages of the identified anomalies. In darker colours are identifications on the Eurasian ocean–floor, while
lighter colours are those on the North America side. Ocean–floor bathymetry is in grey colour–scale, continents are in black.

0 5 10 15 20
Time before present−day [Ma]

0
1
2
3
4
5

Av
er

ag
e 

di
st

an
ce

 [k
m

]

Input finite rotations
Redback finite rotations

Figure 53: Average distance between magnetic anomaly identifications rotated from the Eurasian plate onto the North
American plate – using input (in black) and REDBACK (in red) finite rotations – and those directly identified on the North
American ocean–floor. Dashed areas show, for each identified age, intervals where 68% of the computed distances across the
entire data set of Merkouriev and DeMets [2008] fall.
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9 Final remarks

We hope that we were able to provide a clear description of how REDBACK works, what its capabilities are, and the way in
which we suggest you refine the input parameters – although you are, of course, welcome to explore and find different ways
of doing so.

We emphasise that we built into REDBACK the option of sampling the final solution (finite rotations and Euler vectors) at
different time stages than the input data set. This is explicitly meant to facilitate the combination of different data sets. Such
an option may be used, for instance, in determining the convergence between two plates from a plate circuit, or in assessing
plate–circuit closure among three (or possibly more) plates. Given the effort one is required to put into refining the input
parameter to ensure reasonable sampling, we realise that it may be tempting to first combine two or more finite–rotation
data sets, and then use the result as input to REDBACK. We strongly discourage doing so. It is, in fact, not guaranteed
that one set of input parameters that may have ensured reasonable sampling for either of the finite–rotation data sets, will
do so for the other one(s), and thus for the combination of them.

We hope you will find REDBACK useful to your research, and welcome your feedback.

Giampiero Iaffaldano
Rhys Hawkins
Thomas Bodin
Malcolm Sambridge
Canberra, February 2014
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10 Appendix A: Updates history

May 1, 2014

The input parameter max_partitions has been redefined. It now coincides with the number of plate–motion changes
cast into models, rather than with such a number plus 1 (see Section 5.1 of the user manual).

This update involves both RJMCMC (up–to–date version is RJMCMC-1.0.7) and REDBACK (up–to–date version is
REDBACK-1.0.2) tar-files, as well as the User Manual PDF-file.

June 18, 2014

An issue related to the output finite rotations (OUTPUT_FINITE_ROTATIONS.txt) has been fixed. The issue determined
the potential presence of NaN (Not-a-Number) in the columns of longitude, latitude and angle of the finite rotations
(particularly when sampling several million models) and was associated with redundancy of some operations.

This update involves only the REDBACK tar-file (up–to–date version is REDBACK-1.0.3).

October 22, 2014

The prior distribution of probability function for the rotated–angle models has been re–defined. It is set to be uniform
within the minimum and maximum values of the de–trended angle time series (see Section 3, for more details), rather
than the minimum and maximum values of the rotated–angle time series.

This is a major update that further improves the ability of REDBACK to distinguish kinematic changes that are likely
to be true features of the data set, from those that are more likely to be associated with noise. It requires greater
consideration of acceptance rates throughout the process of refining parameter values. For this reason, we dropped the
example based on synthetic finite rotations, and revised the one base on real finite rotations (see Section 8) focusing also
on the use of acceptance rates. This example has also been completed with a comparison of results against the record of
ocean–floor magnetisation.

This update involves the REDBACK tar-file (up–to–date version is REDBACK-1.0.4) and the User Manual PDF-file.

March 3, 2015

This update fixes an issue associated with using the optional input_time_file parameter, which allows re–sampling
the final solutions (Euler vectors and finite rotations) at user–specified times.

This update involves the REDBACK tar-file (up–to–date version is REDBACK-1.0.5).

November 12, 2015

This update involves only the REDBACK User Manual PDF-file. Subsection 4.1 features now a note on the need to input
positive values of finite–rotation angles to REDBACK. Furthermore, Subsection 8.22 includes references to independent
tests of the quality of REDBACK outputs.
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